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Abstract: Among the many ways that AI technologies are becoming embedded in
our social worlds is the proliferation of Conversational User Interfaces, such as voice
assistants (e.g. Apple Siri and Amazon Alexa), chatbots and voice-based conversa-
tional agents. Such conversational Al technologies are designed to draw upon the
designers’ understanding of interactional practices employed in human-human
conversation, and therefore have implications for intercultural communication
(ICC). In this paper, we highlight some of the current shortcomings of conversational
AT, and how these relate to ICC. We also draw on findings from Conversation Analysis
to discuss how pragmatic norms vary across linguacultural groups (see Risager,
Karen. 2019. Linguaculture. In Carol A. Chapelle (ed.). Encyclopedia of applied lin-
guistics. Wiley-Blackwell for a discussion of the term ‘linguaculture’), noting that this
poses further challenges for designers of conversational AI systems. We argue that
the solution is to work towards what we call interculturally adaptive conversational
Al Finally, we propose a framework for how this can be conceptualised and
researched, and argue that researchers with expertise in language and ICC are
uniquely placed to contribute to this endeavour.
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1 Introduction: the emergence of conversational
Al

The past decade has witnessed an exponential growth in conversation-framed
technologies being adopted into our everyday lives and activities. Such conversa-
tional AI systems (or conversational user interfaces, CUIs) include the text-based
chatbots that populate the webpages of services that we use, the voice-based intel-
ligent personal assistants (IPAs) which operate from our smartphones and smart
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speaker devices, and increasingly the voice-based conversational agents which
provide us with customer services in healthcare, finance, retail, and other contexts.
For a variety of personal, social and professional purposes, people increasingly
find themselves using technologies as if they were interacting with a conversational
partner, without any fellow humans being involved.

This direction of travel is only predicted to increase over the coming years, with
more of our conversations becoming automated. It was recently estimated that
there will be around 8.4 billion digital voice assistants in use globally by 2024
(Statista 2022). Similar growth is expected in customer service, as companies and
other institutional bodies recognise these interactive tools as a means for increasing
efficiency in their organisations. For example, it is estimated that $112bn was spent
globally on ‘conversational commerce’ in 2023 (Juniper Research 2023). The potential
efficiencies for organisations are twofold: in financial terms, it allows a single
technological user interface to perform the work that traditionally would require
paying large teams of employees to do; in productivity terms, the technology then
frees up members of the workforce from more routine transactional tasks, so they
can attend to tasks that require greater human involvement.

While there are clear benefits for organisations, engaging with a conversational
AT poses numerous challenges to users; the novelty of speaking or writing to a
machine instead of a person being one. Such challenges are however amplified when
the ‘conversation’ is in a language which the speaker is less accustomed to use; or
where the speaker’s language production, be it written or spoken, is of a variety on
which that the system has not been trained (see also Dai et al. 2024/this issue).
The latter for example can lead to problems with the automatic speech recognition
(ASR) tool not being able to perform with the levels of accuracy required to keep a
‘conversation’ going.

Moreover, linguistic production is only one aspect of talk and chat-based cor-
respondence. Any number of other interaction-implicative norms are also in play at
any given moment. As has been shown over decades of Conversation Analytic
research, people do things with how they format their turns-at-talk. They produce
singular regularised patterns for marking out one type of social event from another,
for example. Or they format their talk to produce the relevant social identity and
relationship to their interlocutor. Importantly, these are patterns not universally
distributed across all human societies, but patterns that members are socialised
into through their engagements with and exposure to the cultural groups to which
they belong or alongside which they live. While many of our basic social actions
(asking a question, making an offer, rejecting a request, etc.) show similarities across
linguacultural groups, there are also some key differences in the practices used to
perform these (e.g. Betz et al. 2021; Enfield et al. 2010; Reiter 2006; Rossi et al. 2023;
Sidnell 2009; Zimmerman 1999). Further, such practices for producing social
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actions are adapted in the production of institutionality (Drew and Heritage 1992),
and accordingly differ across institutional contexts (such that making a request to a
customer service provider will differ from making a request to a bank, or in a
medical consultation).

This presents designers of Al-powered CUIs with a challenge: whether for text or
voice-based interfaces, conversation designers at the helm of product development
need to understand what these patterns are, in order to design them into their
system (Brandt et al. 2023; Hazel and Brandt 2023). Furthermore, even within a single
context or setting, a one-size-fits-all approach to the design can be remiss, as it can
neglect how users from different cultural groups produce idiosyncratic patterns for
doing the same activity: and these interaction-organisational practices might not
align with the choices made by the design team. Indeed, such a unitary design
approach may unwittingly incorporate a bias towards certain groups within an
organisation’s user base or clientele (see e.g., Jenks 2024/this issue; Jones 2024/this
issue), with less widely represented groups being marginalised by a system that
privileges those around whom the system has been designed.

In this paper, we argue that the solution is to work towards what we call
interculturally adaptive conversational AI. We also propose that researchers with
expertise in language and intercultural communication (ICC) are uniquely placed
to contribute to this endeavour. Before presenting our argument, we further high-
light some of the current shortcomings of conversational Al

2 Current challenges of language and culture in
conversational Al

It is widely accepted that many aspects of Al technologies replicate the prejudices
which exist in society, for example racial and gender biases, whether this is in
relation to machine learning (Mehrabi et al. 2021), large language models (LLMs, such
as ChatGPT; Bender et al. 2021), or generative Al more broadly (Fischer 2023).
While the present discussion focusses on these issues in relation to inter-
culturality, much of the research to date has examined the current limitations of Al
technology, such as ASR, for certain English-speaking languages groups, including
speakers of African American Vernacular English, Indian speakers of English, and L1
Chinese speakers of English (Ngueajio and Washington 2022). Beyond a negative user
experience in the moment, such biases in ASR can increase issues of social
discrimination for such groups, for example in work and healthcare settings (Mar-
tin and Wright 2023). The most obvious way to address issues of language recognition
is through the diversification of the speech datasets and corpora used to train the
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systems (Koenecke et al. 2020). The same can be said about system design and
research more broadly: over the period 2017-2022, around 90 % of CUI design
research was based upon participants from Europe and North America (Seymour
et al. 2023; see also Jones 2024/this issue). We would echo the argument that research
needs to be replicated across countries, especially for developing understanding of
social order and social interaction among different groups (Seymour et al. 2023).

If the conversational Al systems are not able to adapt to their users, then it is the
user who is required to adapt. For example, where Intelligent Process Automation
tools (IPAs) currently have limited language options, users are then required to
engage with their devices in a second language (L2). This can result in challenges
for the user, for example where devices are perceived to be insensitive to the
additional time it may take an L2 speaker to formulate a command (Wu et al. 2020,
2022). Drawing conclusions from studies of L1 English speakers and Chinese L1
speakers using English with Google Home smart speakers, research suggests that L1
speakers reported finding the device more usable than the L2 speakers did (Pyae and
Scifleet 2018; Pyae et al. 2020). Most relevant to this discussion, researchers’ obser-
vations deemed usability to be an issue of cultural distinctions in English expression,
rather than language proficiency per se (Pyae and Scifleet 2019). Regardless of the
reason, it is possible that these devices can currently enhance an L2 user’s sense of
being an outsider or a cultural novice; research suggests that, when things go wrong,
L1 users focussed on the limits of the device, while L2 users focussed on their own
perceived linguistic limitations (Wu et al. 2020).

Based on such research-informed observations about L2 users, there have been
suggestions for ways that conversational Al systems could accommodate L2 users.
These include the development of algorithms which can detect when a user is
speaking in a L2, and adapt accordingly (Wu et al. 2022), or chatbots which can
respond to user ‘code-mixing’, and imitate (Choi et al. 2023). Others still have
designed and trialled chatbots which can ‘nudge’ users to mix between (in this case)
English and Hindi, and adapt to the user’s response (Bawa et al. 2020). This, they
argue, would lead to a more natural experience for those users.

This aligns with broader calls for enhanced recipient design (formatting an
utterance in a way type-fitted for the interlocutor, based on their presumed
knowledge, competence, etc.) to be embedded into conversational Al agents (An et al.
2021). At present, however, this kind of user-centred adaptivity remains an aspiration
in relation to language varieties and L2 speaker status, and for simple engagements
with IPAs, which are typically made up of straightforward five-part sequences
(Due and Liichow forthcoming). When exchanges with conversational Al are more
complex, for example when performing customer service requests or engagement
in a clinical consultation, and especially when doing so without sufficient familiarity
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of the relevant linguacultural normative practices for that particular context, one
can expect that the complexities will increase manifold.

Such challenges are exacerbated further if user recipient design is to factor in
linguacultural group membership, thereby encompassing language proficiency/ies,
as well as context-appropriate cultural practices. A solution to this may present
itself in the seismic shift that the conversational Al sector is currently undergoing,
with organisations looking to integrate Large Language Models (LLMs) technology
into the system architecture. With this approach to the design of conversational user
interfaces, the LLM is tasked to take on the role traditionally ear-marked for the
conversation designer, namely formulating appropriate speech output. We will
discuss how this may lead to improvements in the user experience of those from
different linguacultural backgrounds, by providing opportunities for generating a
bespoke interface.

3 Potential of intercultural conversational Al:
shifting practices and linguacultural variation

Mlynar and Arminen (2023) show how the social practices through which we engage
in everyday interactions are not static, but change over time, for example brought
about by technological change. Using the telephone call as an example, they discuss
how developments in landline and mobile telephony have prompted changes to how
members routinely carry out a phone call. By delving into CA studies of phone calls of
the past 50 years, they demonstrate how at one time taken-for-granted practices for
how to engage in a phone call have become obsolete, replaced with subsequent
generations of practices that are more finely-attuned to later iterations of the tech-
nology mediating the conversations, an “anchoring of social life in its historical time”
(pD. This diachronic lens is useful for helping us understand that social practices are
not static, but are in constant flux, and trying to fix a social practice within the design
of an interactive tool may fail to acknowledge its slippery, ephemeral nature.
However, variation across time is only one consideration for the design of conver-
sational AL

Adopting a synchronic lens, we see how interactional practices emerge in
distinct ways across different communities, including for interactions mediated
through the very same technologies. Many of the formatting practices described in
Conversation Analytic literature on phone call openings or closings will be specific to
those who happened to be captured in the data. If this concerns calls between a clinic
and patient in a contemporary UK setting, then we are likely to find different ele-
ments in play, or formatted differently, than an equivalent call in, say, particular
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social groups in Japan (e.g., Nishizaka 2012; Takami 1991) or The Netherlands (e.g.,
Houtkoop-Steenstra 1991). Language is a difference that is likely the most obvious,
but other features may also vary to a lesser or greater extent (Reiter and Luke 2010).
How to open a call; what the opening utterance displays about the nature of the call;
what appropriate level of formality is encoded in the choice of turn-design; what
address terms are used; what patterns of vocal productions (pitch, intonation con-
touring) are adopted and what this indexes about the interlocutors and the business-
at-hand; all these may evidence patterns of talk-in-interaction that are particular to
the people of this or that linguacultural group. With it being crucial for members to
display their group membership credentials by producing normative patterns for
interacting with other members, it is incumbent on conversational AI systems to be
able to recognise and reproduce these in the engagements with users.

A challenge for conventional CUI designers is that they must project and antic-
ipate possible trajectories that a conversation-framed script may follow. As we have
argued elsewhere (Hazel and Brandt 2023), designers can, on the one hand, draw
upon their imaginations, adopting a naturalistic dramaturgical approach to pro-
ducing dialogue prompts and responses. On the other hand, they can adopt the
empirical approach of the social scientist, basing the design on observations of
patterns found in data recordings of equivalent human-human interaction or find-
ings from research literature on social interaction. Each of these methods has its
advantages and disadvantages. However, the approaches share one limitation,
namely that the designers are constrained by what they themselves know, or the
limitations of the data collections or social interaction research to which they have
access. If they rely on their own linguacultural norms for imagining and scripting the
system outputs, these will be the ones embedded in the user interface. If they rely on
analysis of data recordings of equivalent social interaction from one community or
segment of society, then it is those groups who the system will offer a smoother
experience than for others. Ultimately, at the user end, the choices made by con-
versation designers will impact the experience of those required to interact with
the system, privileging certain clients over others.

Incorporating LLM-based generative Al tools into the conversation design of-
fers one possible solution to this. LLMs have their own limitations, including one
similar to those described above: they can predict patterns on the basis of the data
on which they have been trained, and this again may introduce a bias into the
outputs they generate, privileging certain groups and interactional practices over
others. Further biases may result from the kinds of text the LLM is directed to train
on. If these are limited to descriptions of interaction, the LLM may be constrained by
the imaginations of those who produced these texts, prompting the system to
‘hallucinate’ what actually happens in the social interactions being described.
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However, the range of data an LLM is trained on can be broadened, for example
accessing texts generated by linguacultural groups in all corners of the world, or
using transcripts of interaction rather than descriptions. In doing so, the LLM should
in time be able to produce a variety of interactional patterns, accommodating
those from outside the conversation designer’s own sociocultural groups in a more
equitable manner than is currently possible. The aspiration should be a conversa-
tional system that adapts to users’ linguacultural styles; that LLM-powered conver-
sational Al may one day be able to be triggered by detecting a specific language, a
particular language variety, or even certain practices, for example how a telephone
is answered or how a request is formatted.

At the time of writing, this may seem like a moonshot. But the speed of tech-
nological change and innovation gives hope that such possibilities may not be too
far away. Indeed, until very recently, the very notion of Al systems which could
generate new and original content, such as the written output produced by ChatGPT,
seemed implausible. We should approach the idea of interculturally adaptive
conversational Al as not only an ideal, but as a realistic and necessary target. Its
successful development and implementation will require collaborative enterprise
and research from many academic and practitioner communities with relevant
expertise.

4 A possible framework for interculturally
adaptive conversational Al to inform future
research

A useful heuristic through which to consider the complexities of any rollout of
conversational AI across a population is provided by Spolsky’s (2004) framework
for conceptualising language policy. This is the process of regulating language
use within a social group, governing norms and rules for how people speak and
interact with one another within particular social settings. Considering speech
communities, Spolsky proposes that language policy works at three intersecting
levels: “its language practices — the habitual pattern of selecting among the varieties
that make up its linguistic repertoire; its language beliefs or ideology — the beliefs
about language and language use; and any specific efforts to modify or influence
that practice by any kind of language intervention, planning or management”
(2004: 5, emphasis added).

Applying this tripartite framework to the development and rollout of conver-
sational Al systems helps us understand the different regulatory dynamics in play:
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interactional practices are the seen-but-unnoticed regularised patterns in evidence within the
cultural groups of those involved in the interaction. Although socially constructed and cultur-
ally specific, they are treated as recognisable social objects that members would expect to
encounter in their engagements with their everyday world. Examples are how to format an
invitation or a complaint, or what levels of deference to embed when addressing one person or
another.

interaction beliefs or ideology encompass both those of the organisation management as well as
that of the user, with each harbouring ideas about what the system should be able to do, and
what can reasonably be expected of the user

intervention, planning or management would be most closely aligned with the work of the
conversation design and engineering team, constructing the product in such a way that
necessitates the user to interact with it within the constraints of the design.

For conversational Al use, a fourth dynamic may be added to Spolsky’s. It can be
glossed as capability, namely the ability of system to meet the interactional
requirements of the transaction (functionality), and of the user to adapt to the lim-
itations of the system (competence). Where the system has not yet developed the
technological capabilities to align with the interactional practices of the community
in which it is embedded, or what people assume the system should be able to handle,
or meet the aims of those developing the system for some or other purpose, this
impacts on all of the above, and will do so until the system has developed its func-
tionality to such an extent that this constraint disappears. Likewise, where human
participants have not developed the abilities to adapt their interactional conduct to
work with machines such as this, then here too may be limits to how successful
the interactions would be.

The complexity of intersecting forces that are in play in any conversation-
framed engagement between AI and human is further compounded when the
various parties to the event (e.g, management, designer, engineer, user) have
divergent expectations and practices for carrying out equivalent interactions in
human-human interaction. People are socialised in their respective cultural groups
to believe certain things about what is appropriate conduct, they produce patterns
that diverge from those of other groups, they have different levels of competence in
the different languages they might use. Organisations turning to Al to conduct their
interactions with their customers and clients can therefore not simply work from an
assumption that the same conversation design will have the same outcome for
members of different linguacultural groups; these systems should be equitable
and wholly inclusive. This could be argued that this is holding Al to higher standards
than we do for humans, who are seldom, if ever, wholly equitable and inclusive.
However, individuals and organisations are increasingly aspiration to this standard,
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and Al tools should be put to use in a way that transcends, not perpetuates, human
limitations and shortcomings.

The challenge faced by the conversational Al sector to develop products that can
operate across diverse linguacultural communities requires the types of knowledge,
expertise and methodological tools that is central to research on language and ICC.
All four elements of the proposed framework above would be well-served by
empirical research to support our understanding. Potential areas for development
could include ethnographic research on how CUIs are used across different cultural
groups, and by individuals whose linguacultural norms diverge from those designed
into the system. It can involve Discourse and Conversation Analysts showing the
nuances embedded in user practices, including those that evidence differences
across a population. Qualitative research approaches may further our understand-
ing of perceptions of different groups of users, and designers, towards conversation-
framed products and their design features. In sum, it will require researchers
with expertise in language, culture and pragmatics to collaborate with software
engineers, conversation designers, and other stakeholders to make conversational
Al fit for purpose in culturally diverse populations.

At the very least, this presents researchers working within ICC with opportu-
nities to collaborate with industry. However, it presents us also with a call-to-arms. If
the world is entering an era in which conversational Al is becoming increasingly
embedded in how people organise their everyday lives, then ICC researchers must
become increasingly embedded within the research and development of these
technologies.
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