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Abstract

As global challenges, such as pandemics, population growth and widespread illnesses, continue to rise,
healthcare systems are facing greater strain, resulting in a shortage of resources and increased
demands for medical care. Effective communication between healthcare professionals and patients is
essential for the provision of good services to prevent confusion and induced anxiety of patients,
particularly when medical jargon is employed and not understood. Generative Al (GAI) presents a
chance to transform healthcare communication by providing language processing capabilities that
enhance patient-centered services. This paper examines how GAl-based conversational agents for
explaining medical jargon in healthcare should be designed. We derived eleven design principles from
a systematic literature review and evaluated them with nine clinical cardiological scenarios through a
prototypical instantiation of an LLM-based conversational agent. The results provide insights for
researchers and healthcare providers in form of prescriptive design knowledge to improve patient
communication using GAl.

Keywords: Generative Al, Conversational Agent, Healthcare, Design Science Research.

1 Introduction

While historically a fundamental human necessity, the perceived security of physical integrity has
proven to be illusory in recent times (Kumar et al., 2020). The landscape of global events has unmasked
the delusion of this security, revealing a reality burdened by pandemic crises, escalating population
growth, an aging demographic, and a surge in widespread diseases (Baker et al., 2017; United Nations,
2017). This growing medical demand exerts an overwhelming strain on resources—be it infrastructure,
skilled workforce, or essential medications—thus pushing the boundaries of conventional treatment
modalities to an impending breaking point. Consequently, these escalating burdens have pushed the
current healthcare system to its limits, particularly during times of growing demands and global crises
(Kumar et al., 2020; Roy et al., 2020). The implications extend beyond inconveniences and lead to life-
threatening implications even in highly developed nations. Furthermore, in middle to low-income
countries, the situation worsens, leaving treatment inaccessible due to geographical distances,
overwhelmed infrastructure, or its complete absence (Pathinarupothi et al., 2016; Roy et al., 2020). Even
with access to medical resources, healthcare staff must carefully manage their time as their workloads
increase (Portoghese et al., 2014). Effective communication between doctors and patients is an essential
element in ensuring the provision of good medical services, avoiding misunderstandings, and
strengthening patients’ trust. Besides ongoing communication challenges, a good communication is
further hindered by the use of medical jargon that most patients have difficulties to understand (Sevinc
et al., 2005). When patients are not receiving the required clarification by the doctors, they are left with
uncertainty, fear, and despair that could lead to unwanted consequences.

With the advent of generative Al (GAI), novel possibilities emerge that leverage advanced natural
language processing and a vast amount of information depth to provide human-centered services for
good (Sai et al., 2024; Strobel et al., 2024). Designing systems that support patients in their recovering
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process by explaining medical results and complex facts understandably and providing an asynchronous,
always available channel for further questions without human judgement can relieve healthcare
providers and improve the communication quality because only the unresolved guestions remain to be
discussed. Although research activities have focused on generative Al as a disrupting phenomenon
(Susarla et al., 2023; Thirunavukarasu et al., 2023) as well as on the development of better GAI models
(e.g., Wang et al., 2023), current works have not yet investigated the integration of GAI into
conversational agents that are targeted for healthcare patients to answer their medical questions,
regardless its promising medical capabilities (Peng et al., 2023; Singhal et al., 2023). Against this
backdrop, this paper investigates GAl-based conversational agents for healthcare from a design
perspective to support researchers and practitioners in enabling better healthcare offerings to patients.
We, therefore, ask the following research guestion:

How should generative Al-based conversational agents be designed for explaining
medical jargon in healthcare?

To answer our question, we conduct a design science research project and derive design principles (DP)
from an extensive systematic literature review. By instantiating the DPs in a prototypical conversational
agent, we can assess its performance based on machine evaluation. The remainder of this paper is
structured as follows: First, we outline the theoretical background of GAI and present related literature
for its potential in healthcare. Second, we elaborate on our research methodology, i.e., how we apply
the design science research methodology (DSR) by conducting a systematic literature review (SLR) and
developing a prototype to derive design knowledge. Third, we present our findings in form of design
principles and outline the evaluation results of our GAl-based prototype. Last, we conclude our work,
state limitations, and give an outlook on future research prospects.

2 Generative Al in Healthcare

Discriminative Al-based systems are widely associated within the healthcare domain, tackling diverse
tasks encompassing pattern recognition in both medical and organizational applications (e.g., disease
detection, drug selection, documentation, etc.) (Davenport and Kalakota, 2019; Yu et al., 2018). Recent
technological advancements have not only introduced an entirely new class of artificial intelligence with
generative Al but have also extended the classical domain of classification and prediction towards novel
generative tasks that are indistinguishable from human-generated outcomes (Strobel et al., 2024).

Deep generative models (DGMSs), rooted in artificial neural networks, underpin the current landscape of
GAI systems, and showcase architectural paradigms such as generative adversarial networks (GANS) or
generative pre-trained transformers (GPTSs). Instead of focusing solely on processing data to determine
decision boundaries (e.g., classifying images or predicting revenues), GAl models delve into
probabilistic data generation, enabling a wide array of applications (Jebara, 2004; Weisz et al., 2023).
Employing statistical methodologies, DGMs are trained to comprehend high-dimensional probability
distributions by using extensive training datasets, generating novel samples that closely emulate the
underlying class of the original training data (Tomczak, 2022). For example, large language models
(LLMs) are trained on expansive text corpora, thereby capable of generating context-specific texts by
predicting the most probable token (i.e., text segment-like characters or words) to follow the prior tokens
in a sentence (Schramowski et al., 2022). Furthermore, the multi-modal capabilities of various GAI
models extend beyond text generation to include images, audio, or even complex data types like proteins
(Hie et al., 2023; Strobel et al., 2024). Equipped with novel capabilities and user-friendly interaction
paradigms (e.g., natural language prompting for instructions and engagement), GAI applications
facilitate opportunities to augment and automate traditionally challenging processes (Banh and Strobel,
2023; Schmidt et al., 2023).

These advancements encompass human-like reasoning and empathetic interactions (Pelau et al., 2021),
which are crucial aspects within the healthcare domain. Therefore, several research articles have
commented on the use of GAI in healthcare (Clusmann et al., 2023; Peng et al., 2023; Varghese and
Chapiro, 2023). The focus, however, often lies on the challenges of implementing GAI into the highly
regulated domain of healthcare and medicine, with proposals for regulators to approach a safe GAI
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application (Jindal et al., 2024; Meské and Topol, 2023; Reddy, 2024). Only a few works deal with GAI
use for accessing medical services (Peng et al., 2023; Sai et al., 2024; Varghese and Chapiro, 2023).
Thus, GALl, serving as the technological foundation for conversational agents (CA), holds significant
promise within healthcare, supporting patients and caregivers along their recovery journey. It bridges
the gap in scenarios where human expertise is limited, aiding in answering queries and processing
information where human resources are scarce or insufficient. Generating prescriptive knowledge for
how to design GAI-based CAs can accelerate researchers and practitioners in providing better healthcare
offerings to patients.

3 Research Design

The central aim of this research is to derive scientifically substantiated and evaluated design knowledge
for the development and utilization of GAl-based CAs in the healthcare domain, considering the existing
knowledge base. Within the research process, we adapt the Design Science Research methodology as
outlined by Peffers et al. (2007) (see Figure 1).

Identify Problem Define Objectives DB EE Demonstratl_on i Communication
Development Evaluation

Systematic Literature

Inference

Derivation of meta-
requirements and
design principles for

Development of a
GAl-based

Automatic evaluation
of the conversational
agent with nine

Disciplinary
knowledge

Report on design
knowledge to support
the development of

How-to knowledge, metrics

Review . : . . .
GAl-based conversational agent cardiological clinical GAl-based CA in
conversational agent cases healthcare.
A A A

Design cycles

Problem-
centered entry

Figure 1. Research process adopted by Peffers et al. (2007).

The starting point of this research is the identification of the problem and the associated exploration
of the problem space, as guided by a SLR following the approach of Watson and Webster (2020). Based
on this assumption, the search string “(Health AND (Chatbot OR Conversational Agent))” is used for
seven known databases (e.g., AlSeL, IEEE, PubMed, etc.) in the search fields of “title”, “abstract”, and
“keywords”. To explore the broadest and most diversified range of potential solutions, the systematic
literature search was conducted cross-sectionally, encompassing both papers from the field of
information systems and related domains such as healthcare, computer science, and psychology.

A total of 4,801 publications were initially identified within the databases. However, after screening
based on title, abstract, keywords, and removing duplicates, only 85 publications were deemed relevant
(see Table 1). To maintain a high level of quality, additional exclusion criteria were applied during the
full-text screening, beyond the initial search string. Consequently, only publications that align with a
novel perspective on GAI or CA and their application in the specified domain were considered.
Publications with a sole technical focus lacking a systemic perspective were excluded. Given the
evolving nature of artificial intelligence, particularly in the generative aspect, and the goal of the
literature search to encompass a comprehensive range of requirements and existing literature, a forward
and backward search was performed based on the final sample. This led to the identification of two more
publications, resulting in a total of 44 publications for the final literature sample. The publications of
the final literature corpus were iteratively open-coded in the context of goal definition to create design
requirements as the basis for forming meta-requirements and design principles.
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Databases ol Duplicates  Screonea  Final Sample
AlSeL 45 14 12 10
ACM 819 25
PubMed 479 34
IEEE 984 69
ScienceDirect 395 28
Scopus 1500 148 32 13
Web of Science 579 63 21 8
Sum 4801 381 85 42

Forward Search
Backward Search 2
Sum 44
Table 1. Literature review process.

Within the first step of the iterative coding process, 165 design requirements were identified across the
44 publications. As design principles, by definition, encapsulate the formulation of design knowledge
(Chandra et al., 2015), addressing not just an instance of an artifact but the artifact class, we
correspondingly elevated the set of design requirements to a higher order of meta-requirements (MRS)
(Walls et al., 1992). The development of design principles based on meta-requirements ensures value
grounding, signifying that no design principles exist without fulfilling at least one requirement
(Goldkuhl, 2004). In this regard, duplicates and all irrelevant design requirements were initially
removed, and the remaining requirements were then axial coded to distil the most relevant requirements
of the artifact class into meta-requirements (Thoring et al., 2020). Based on this logical content
aggregation (Koppenhagen et al., 2012), three meta-requirements were derived: faithfulness (i.e. the
exactness and depth of generated answers), human-centricity (i.e., the factors for humans to efficiently
use the CA), and adaptiveness (i.e., the customizability to personalize output for an individual patient).
The derived meta-requirements serve as guidelines for the final selective coding step to derive eleven
design principles. Various templates for formulating design principles can be found in the literature
(e.g., Goldkuhl, 2004; van Aken, 2004). Within this publication, we adhere to the approach outlined by
Chandra et al. (2015) both structurally and linguistically. A complete alignment of the literature corpus,
meta-requirements, and design principles can be found in the online appendix (https://bit.ly/47Fhms3).

For evaluating the meta-requirements and design principles derived from the literature, they were
instantiated in the form of a prototype during the design and development phase. The foundation of
the prototype is based on the Retrieval-Augmented Generation Architecture (RAG), which allows the
combination of LLMs with additional information sources (i.e., retrievers) (see Figure 2). While LLMs
possess the ability to store vast amounts of knowledge, they marginally address knowledge in a pinpoint
and accurate manner, crucial for knowledge-based activities such as communicating specialized content
in healthcare. The RAG architecture enables the integration of parametric memory, a pre-trained seq2seq
model, with non-parametric memory, facilitating the dynamic provision of pertinent knowledge (Lewis
et al., 2020). This empowers the LLM to generate technically sound responses, reducing the degree of
hallucinations. Moreover, it allows for tracing the information sources, forming the basis for the agent’s
responses. However, the increased information density and transparency provided by this architectural
approach has negative implications for performance due to the extended search process in external data
sources and the processing time required by the LLM.
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Figure 2. Instantiation of the prototypical architecture.

Within the prototype framework, the seq2seq GAI model LLaMAZ2, comprising 70 billion parameters,
functions as the LLM, while a vector database containing medical literature from cardiology, as well as
an interface to the PubMed literature database serves as the retriever. Through a web interface, users
can engage in conversations with the agent on medical queries, either through simple questions or by
providing a medical report for the CA to base the conversation on. In both scenarios, relevant medical
keywords are extracted and forwarded to the retriever. The retriever then utilizes these keywords as a
basis for extracting knowledge from external data sources, providing pertinent information to the LLM.

The LLM formulates responses to the user’s queries based on this information.

4 Design Principles for GAl-based Assistants in Healthcare

This section reports on the design principles for GAl-based conversational agents in healthcare that we

developed based on a systematic literature review (see Figure 3).

DP1: Provide the latest medical, regularly updated knowledge to enable the best
specialized communication.
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DP7: Provide a personalized communication based on the user’s individual life situation
and medical history to give most relevant and useful results.
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DP8: Provide mechanisms that enable a personalized communication based on user needs

PN . |  and education to enable comprehensive and accessible answers embedded in a patient
Modulation context

DP9: Provide robustness against user errors to ensure an efficient and effective user
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" 1 and improve from feedback. and generate personalized answers.
\
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assistance is needed to ensure that users get the correct medical support from human
doctors and healtheare providers
Figure 3. Design principles for GAl-based conversational agents.
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DP1 - Information Superiority: Provide the latest medical, regularly updated knowledge to enable
the best specialized communication. Users must be able to trust that the information provided by the
assistant is correct, valid, and comes from reputable sources (Sallam, 2023). Therefore, regular updating
knowledge from validated external sources is crucial in contributing to the accuracy of responses during
user dialogues and optimizes the overall consultation quality (Al-Nazer and Helmy, 2012; Rahman
Khilji et al., 2020). This dynamic process not only supports in answering queries but also plays a vital
role in advancing healthcare (Sheth et al., 2019). Implementing information superiority effectively in
GAl-based systems requires both the technical connection to validated, external data sources and the
implementation of an adaptive decision-making process to determine from which data sources
information is obtained depending on the situation (Janssen et al., 2021; Thimmanayakanapalya et al.,
2022). These data sources serve as a basic building block for retrieving information and verifying the
assistant’s medical responses (Dhinagaran et al., 2022). Moreover, the trustworthiness of health-related
information provided by conversational agents is paramount (Sallam, 2023). Considering that users,
particularly seniors, prioritize information quality over empathic capabilities, credible sources are
crucial in impacting the perceived professionalism of CAs, thus increasing trustworthiness (Mesbah and
Pumplun, 2020; Moilanen et al., 2022; Moilanen et al., 2023; You et al., 2023). To ensure the reliability
of the information, the evidence-based approach draws from extensive literature reviews, clinical
guidelines, and trustworthy organizations such as the world health organization, the centers for disease
control and prevention (CDC) in America, or the national health service (NHS) in the United Kingdom
(Denecke, 2023; Dhinagaran et al., 2022; Siangchin and Samanchuen, 2019).

DP2 - Explainability: Provide sources and other explainable methods to support comprehension of the
information origins. Understanding algorithmic systems and Al-based outcomes are important factors
for users to successfully use and accept CAs (Abdulrahman and Richards, 2019). This is amplified in
medical contexts where patients seek comprehensible and explainable solutions to mitigate missing
transparency of systems and unclear information (Mozafari et al., 2021; Sallam, 2023). GAl-based
assistants in healthcare should be able to showcase the sources of information and their reasoning behind
generating certain answers (Abdulrahman and Richards, 2019). A lack of transparency towards users
reduces the level of trust, thus leading to doubts about the system reliability and ultimately a reduction
in acceptance of CAs (Benbasat and Wang, 2005; Janssen et al., 2021; Su et al., 2020). In the context of
CAs, transparency means revealing to users that they are interacting with a GAl-based chatbot. It is
important that users understand that they are not communicating with a human doctor, but with an Al
model trained on prior knowledge and data. By disclosing this information, users can better assess what
kind of support and information they can expect from the app (Abdulrahman and Richards, 2021). This
can be facilitated by presenting the information about algorithmic processing in a clear and simple
manner, e.g., by implementing a disclaimer upon starting the application (Siemon et al., 2022; Zhang et
al., 2020). This offers the opportunity to increase trust in the assistant as users are empowered to
individually make informed decisions (Lai et al., 2023; Zhang et al., 2021). Moreover, transparency
regarding information collection is of paramount importance, meaning that users should be informed of
the data types being collected, their intended use, and how they are safeguarded (Ahmad et al., 2022;
Parmar et al., 2022). Especially in healthcare with medical data, highly sensitive data needs particular
data protection and security mechanisms to ensure confidentiality and integrity, thus ultimately
mitigating stigmatization and discrimination (Laumer et al., 2019; Xu et al., 2021). To achieve this goal,
the assistant must provide privacy policies that clearly state the data collected and its purposes in simple
language (Dhinagaran et al., 2022; Polignano et al., 2020). Additionally, technical measures such as
local storage and processing as well as end-to-end encryption can help ensuring users that data is not
maintained centrally and data is not shared unintentionally, fostering data sovereignty (Siemon et al.,
2022). Furthermore, a welcome dialog can be made available to provide users with an overview of the
information collected about them (Boucher et al., 2021). This promotes user satisfaction, trust, and
contributes to their perception of the app as a useful tool for simplifying access to medical information
(Curtis et al., 2021; Zhang et al., 2020).

DP3 - Boundary Disclosure: Provide functional and technical limitations to disclose the capability
boundaries. The use of LLM-based CAs in a medical environment can lead to incorrect or even false
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statements, causing harm to patients (Schachner et al., 2020). Indicators such as training data, bias, and
alignment can contribute to these inaccuracies and even hallucinations (Banh and Strobel, 2023).
Patients often overestimate the capabilities of these CAs and accept their recommendations without
question. To address this issue, it is important to disclose the limitations of the assistant and implement
alignment mechanisms that allow it to recognize when the CA cannot provide a correct answer (Sharma
etal., 2022; Sweeney et al., 2021). These limitations should be communicated to the user to reduce the
probability of incorrect recommendations and minimize potential harm (Mozafari et al., 2021).
Additionally, users should be periodically informed about the capabilities and limitations of the assistant
before using it (Sweeney et al., 2021). By taking these precautions, the risk of harmful recommendations
can be reduced, and patient safety can be improved.

DP4 — Anthropomorphism: Provide adaption mechanisms to facilitate human-like interaction. In
personalized environments like healthcare, adopting a human-like interaction style is crucial to increase
users’ willingness to interact with a CA, foster a natural and intuitive connection, and enhance trust in
provided resources and information (Moilanen et al., 2023; Shah et al., 2022). By emulating human
interactions, the user experience becomes more natural and pleasant, leading to increased satisfaction
and a sense of better understanding (Schuetzler et al., 2020; Sharma et al., 2022; Su et al., 2020).
Imitating human behavior aids communication and fosters user trust in the CA, e.g., by personalizing
the CA with a name and profile picture to contribute to users feeling addressed and perceiving the CA
as an individual entity (Dhinagaran et al., 2022; Moussawi et al., 2021). However, maintaining a neutral,
factual language style is essential to establish a professional relationship between the user and the
assistant (O’ Connor et al., 2021; Shan et al., 2022).

DP5 - Information Symmetry: Provide information about medical knowledge in plain language to
foster easy understanding by everyone. Addressing the information asymmetry between medical experts
and patients or caregivers is an essential challenge in healthcare provision and extends to CAs that are
developed to support the users (Miiller et al., 2019; Sharma et al., 2022). The CA should offer precise
and comprehensible information, determining the appropriate level of detail during communication and
validating it through continuous user feedback loops (Lai et al., 2023; Sheth et al., 2019). Beyond a
horizontal knowledge base, the assistant should also be able to provide detailed and understandable
explanations for technical terms and recommendations (Holzinger et al., 2017). Simplicity and clarity
are vital in conveying information, especially for older users, enhancing their willingness to engage with
the assistant. The goal is to simplify medical texts for users of all education levels, avoiding technical
terms unless desired (Denecke, 2023; Mesbah and Pumplun, 2020; Nguyen et al., 2021). Emphasizing
readability and user understanding ensures that the CA is accessible to all users and applicable across
knowledge levels (Dhinagaran et al., 2022; Moilanen et al., 2022). Ultimately, the focus should be on
conveying necessary medical information in an understandable form to assist users without generating
unnecessary questions, contributing to a reduction in the understanding deficit (Denecke, 2023).

DP6 — Multimodality: Provide multimodal communication channels to enable rich, accessible, and
natural communication for all users. With advancements in the development of GAIl models,
multimodal capabilities are introduced that allow the processing of multiple data types, e.g., text, images
or audio (Banh and Strobel, 2023). This enables GAl-based CAs to ensure dynamic responsiveness by
accommodating various input methods that are crucial in a medical context, for instance, where imaging
data (e.g., x-ray images) plays a central role to the patient information and medical history (Janssen,
2020; Sheth et al., 2019). Multimodal capabilities, surpassing text-based communication, offer
advantages in information acquiring, processing, and presentation, thus enhancing user-friendliness
(Abdulrahman and Richards, 2021; Scholten et al., 2019). By eliminating barriers with natural language
interactions, vulnerable groups like the elderly or impaired individuals who may struggle with long,
complex text inputs are enabled in using the CA, hence overall accessibility is improved (Bharti et al.,
2020; Sharma et al., 2022). Voice input is particularly essential in healthcare, enhancing the user
experience for impaired patients who might have difficulties typing on small smartphone keyboards
(Baldauf et al., 2018). Integrating voice interaction often involves text-to-speech and automatic speech
recognition systems, similar to popular commercial voice assistants so users might already be familiar
with the interaction style (Motger et al., 2023). Besides interaction paradigms, technical considerations
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include the integration of multilingual support or sentiment analysis that are in scope of GAI’s
possibilities (Perez-Soler et al., 2021; Shum et al., 2018; Siu, 2023).

DP7 — Patient Centricity: Provide a personalized communication based on the user’s individual life
situation and medical history to give most relevant and useful results. To ensure patient-centric
communication and assessment, fusing existing patient data with medical expertise is one essential
requirement (Kocielnik and Hsieh, 2018; Stegemann et al., 2023). Enriching this information with
context-sensitive external parameters, such as regional specificity or latest medical findings, allows the
formation of a holistic patient profile (Sheth et al., 2019). The goal is to offer context-specific
recommendations based on the individual patient information as well as historical data from previous
interactions to facilitate a continuous improvement and a thorough understanding of the patient (Reddy
etal., 2020; Reis etal., 2020; Su et al., 2020). Therefore, the CA should adeptly respond to user-provided
information, incorporating details like previous illnesses or symptoms to maximize the correctness of
outputs (Prayitno et al., 2021). Users benefit from contextual and detailed responses in which the CA
references past statements for extended conversations. Effective responses to user queries with user-
specific relevant information contribute to a patient-centric approach (Boucher et al., 2021; Nguyen et
al., 2021). By integrating (return) questions, CAs can extract valuable user information like age or
medical history to enhance the conversation depth and context available to generate answers.

DP8 — Modulation: Provide mechanisms that enable a personalized communication based on user
needs and education to enable comprehensive and accessible answers embedded in a patient context.
Effective communication between the CA and the user relies on adapting language to the user’s
proficiency and knowledge (Bharti et al., 2020; Sokolaj et al., 2023). For instance, technical terms
should be presented in universally understandable language or accompanied by explanations (Al-Nazer
and Helmy, 2012). By personalizing the communication style that origins from past interactions’ data
or direct user feedback, user motivation can increase and the assistant’s reusability enhanced (Paul et
al., 2021; Thimmanayakanapalya et al., 2022). The CA should tailor language to the various users’
demographics, considering cultural and age-related aspects for improved engagement and acceptance
(Reis et al., 2020). Preferences for communication styles vary among age groups, with young users
potentially favoring a more informal approach (e.g., using slang and emojis), while older users lean
towards more factual and dialog-oriented communication (Dosovitsky and Bunge, 2023). Personalizing
conversations based on demographic, social, educational, and cultural backgrounds enhances
effectiveness and engagement (Polignano et al., 2020; Zhang et al., 2020). Moreover, analyzing a current
conversation to consider the emotional state, personality, or cultural sensitivity further contributes to
user trust and helps designing a more effective dialogue (Kocaballi et al., 2020). Conversing in the native
language reduces language-related errors and increases user engagement, adding a familiar touch
(Dhinagaran et al., 2022; Nguyen et al., 2021). To prevent monotonous conversations, the CA should
use encouraging, friendly, polite, and slightly humorous language, considering users’ preferences for
formal or informal formulations (Dhinagaran et al., 2022; Moilanen et al., 2022). Recognizing and
responding to emotions positively impacts the dialogue, fostering user willingness to share information
and enhancing the overall conversation experience (Nadarzynski et al., 2019; Zhang et al., 2020). Thus,
enabling the modulation of a CA by integrating emotion-based communication offers potential for
improving the dialogue quality and aiding users in conveying information more understandably.

DP9 — Error-Proneness: Provide robustness against user errors to ensure an efficient and effective
user experience. Errors in CAs can restrict user options and impair the conversation, thus requiring
errors to be either prevented or easily recoverable (Denecke, 2023). For instance, spelling and
grammatical errors made by users should be automatically corrected or completely ignored by the CA.
Establishing error-proneness ensures that the conversation remains unaffected. The goal of the CA is to
provide meaningful answers to user questions. Hence, it requires the CA to clarify certain questions
when needed to obtain a correct answer. If a prompt is incorrect or the provided information is not
enough, the CA should point it out to the user before continuing the conversation. It is also crucial to
provide factually correct answers to avoid hallucinations (see DP3). Poor input can lead to inadequate
answers and the CA mimicking falsehoods. Therefore, user should be guided during input prompting to
facilitate efficient communication with the CA (Au Yeung et al., 2023).
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DP10 - Intuition: Provide reinforcement capabilities to continuously adapt to the user behavior, learn
and improve from feedback, and generate personalized answers. As the use with the CA increases, users
benefit from more personalized communication that stems from previous behaviors, their language, and
preferences (Bharti et al., 2020; Schlimbach et al., 2023). Special attention is directed towards users in
vulnerable situations, ensuring accessibility and inclusivity for individuals with disabilities or those not
fluent in the CA’s language (Sasseville et al., 2022). The goal achieving intuition is to foster a closer
connection to the user, reducing inhibitions and increasing motivation for use. To evaluate the efficiency
of the CA’s responses, a feedback mechanism from the user is needed (Das et al., 2022). By eliciting
user feedback, insights can support a learning process, resulting in recognizing potential errors,
improving for future interactions, and ensuring user satisfaction (Ayanouz et al., 2020; Shan et al.,
2022). Requesting feedback at the end of a chat is also effective for gathering user evaluations,
impressions, and insights, contributing to the system’s continuous adaptation (Shah et al., 2022). Users
are given the opportunity to share their thoughts, suggestions, or concerns, fostering an interactive and
collaborative feedback environment. This feedback loop enables customization and improvement of the
CA to user needs and preferences, ultimately elevating the quality of provided healthcare services.

DP11 - Escalation: Provide education, further information, and emergency options when professional
assistance is needed to ensure that users get the correct medical support from human doctors and
healthcare providers. Educating the user about professional help is an important design principle to
ensure that people with specific needs, especially in critical situations, receive the appropriate support
(Nayar et al., 2022). The CA should be able to provide helpful information so that the user can make
informed decisions about managing their condition. It is also necessary to identify resources to assist
the user in seeking professional help. Once the user is aware of the resources available, the CA should
provide additional support and encouragement. It is particularly important to provide empathetic and
guiding responses to at-risk patients, such as those with depression or suicidal thoughts (Kocaballi et
al., 2020; Park and Lee, 2020). Additionally, implementing an emergency detector that can escalate the
conversation by providing information about professional help can prevent users from self-harm or
critical danger if responses might indicate such behavior (Anjum et al., 2023; Rathnayaka et al., 2022).

5 Evaluation

To validate the developed design principles, we instantiated them into a prototypical web application by
developing a conversational agent that allows users to leverage GAIl and LLMs for understanding
medical texts. Specifically, the prototype provides a tangible evaluation basis and baseline for the
formulation of design knowledge for the entire artifact class (Peffers et al., 2007).

There are different approaches to evaluate conversational agents, with manual and automatic methods
requiring more or less human effort in testing (Meier et al., 2019). Manual evaluation includes
experimental user studies that requires the gathering of experts (e.g., regarding output quality) and end-
users (e.g., regarding usability) to collect qualitative and quantitative feedback (Denecke et al., 2021;
Kowatsch et al., 2017). Automatic evaluation, on the other hand, relies on machine-based feedback and
has created a new wave of attention with current capabilities of GAI models like GPT-4 and LLaMA
(Lin and Chen; Liu et al., 2023). LLMs show promising capabilities to evaluate data on a similar level
to humans, e.g., by generating test sets with question-answer pairs or by following instructions to rate
texts based on certain criteria (Liu et al., 2023). In this work, we focus on the latter approach and used
GPT-4 as an evaluation tool to assess the quality of our prototype because of its streamlined automation
potential and its availability in comparison to medical experts.

Regarding the context of our evaluation, we developed three scenarios that revolve around the prototype
domain cardiology. We opted for stroke, cardiac arrest, and cardiac arrhythmia as common heart
diseases and derived three case studies for each disease from medical literature (see examples in
Table 2). Each scenario was prompted to the CA as an input and subsequent follow-up questions were
asked (see online appendix for more details: https://bit.ly/47Fhms3). The generated answers of our
prototypical CA were then automatically evaluated with the GPT-4 LLM. We divided the evaluation
into three parts to assess the quality of the retriever (i.e., how accurate are the results), the quality of the
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summary (i.e., how relevant are the results), and the quality of the explanation (i.e., how understandable
are the generated answers). Further details are found in the online appendix.

Scenario Description Reference

#1: An 82-year-old woman with coagulopathy and a history of anticoagulant
therapy presented with severe headache, vomiting, and third cranial nerve palsy, | Drissi

Stroke leading to a diagnosis of pituitary apoplexy. Due to her unsuitability for surgery, | Oudghiri et
conservative treatment was chosen, and she made a full recovery with outpatient | al. (2021)
follow-up.

#6: A 51-year-old man with exertional dyspnea was diagnosed with mitral
Cardiac regurgitation and had tortuous coronary arteries, which can cause myocardial Xing et al.
Arrest ischemia and infarction. Surgery and bypass were performed, and he was (2017)

symptom-free at the follow-up.

#9: A 41-year-old woman with CMT, a group of inherited diseases that affect
Cardiac the peripheral nervous system, experienced ventricular fibrillation after taking Rubinstein

Arrhythmia | prescribed sumatriptan, suggesting a potential association between triptans and et al. (2004)
arrhythmias in people with degenerative neuropathies.

Table 2. Evaluation scenarios to assess the digital health CA.

Overall, our system achieved performance scores that were rated on average across all scenarios with
75.11 % regarding the retriever quality, 87.33 % in summary quality and 90.44 % in explanation quality.
Noticeably, several results were scored with 9/10 instead of a perfect score, although only positive
feedback was noted. Reasons for bad scores, according to the LLM, included that too much information
was left out or missing data was made up. The lower quality of the retriever could be due to the inclusion
of irrelevant information, such as limitations in the vector database or insufficiently informative PubMed
abstracts. Because our CA summarizes the retriever results in a next step, irrelevant information is
filtered out and the evaluation score increases. Finally, an answer is generated by fusing the original
contextual information with the summarized information, improving the overall explanatory power for
the user in a comprehensible way.

6 Conclusion, Limitations, and Outlook

Al has become an essential part of our lives, and we can no longer imagine life without it. Recent
technological advancements have resulted in generative Al, a completely new class of Al that can create
data almost indistinguishable from human-produced content. Particularly in the healthcare sector, this
ability, combined with user-friendly interaction options, creates a wide range of potential applications
for supporting patients and their relatives in their medical treatment. Despite its promising prospects,
GA\I has limitations, particularly in high-risk, personal domains like healthcare. The ability to imitate
human communication almost perfectly can quickly create a basis of trust that is not justified. Therefore,
the objective of this paper is to develop design knowledge for the development of GAIl-based
conversational agents in healthcare.

Despite the methodological grounding through the use of extant literature and an evaluation with nine
medical scenarios, our insights are not without limitations. First, our research focuses on cardiology as
a specialized medical domain because of its tangibility, relevance, and availability of scientific reports.
Future research could expand the domain in focus and integrate further medical specialties or domains
outside healthcare to gain a broader and more generalized insight into GAl-based CAs. Second, the
instantiated prototype only has access to a limited amount of medical data, as we use the general-purpose
GAI model LLaMA2 in combination with abstracts from PubMed and selected specialist literature on
cardiology. Although the results show promising answers, the quality could be improved by
incorporating a larger and more refined information sources pool. We suggest following the training
curriculum of medical students and including its literature that should provide a broad and extensive
source of information for retrieving knowledge. Last, our work employs an automatic evaluation
method to measure the CAs performance. We believe that machine-based evaluation approaches can
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contribute with objective criteria for assessing the results but propose to complement the evaluation with
manual methods and human opinions to gain deeper understandings. By considering feedback from end-
users, future research can examine usability factors and focus on the comprehensibility of the answers
as well as the interaction behavior of the CA. By including medical experts, the domain-specific content
(e.g., correctness and transparency of answers) can be further evaluated by a deeper examination of our
derived design principles and the prototype. Semi-structured interviews and experiment studies might
provide suitable methodologies for extended data collection and analysis in that regard. Closing with
this year’s conference theme, we hope that the provided design knowledge will serve as a starting point
to support researchers and practitioners in “putting people first” and leveraging GAI for conversational
agents, thereby contributing to the digital transformation of the healthcare industry.
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